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Abstract

Until recently the method of integral operators as initiated

by S. Bergman [3] and I. N. Vekua [75] has been restricted to the

case of elliptic equations and the investigation of steady state

phenomena. In these lectures we survey the recent developments

on the use of inLegra l operators to investigate equations associated

with evolutionary phenomena , in particular parabolic equations,

pseudoparabolic equations , and the reduced wave equation in a

stratified medium . The topics discussed are transformation

operators for partial differential equations , reflection principles

and their application , the propagation of radio waves around the

earth, the propagation of acoustic waves in a spherically stratified

medium , low frequency approximations to acoustic scattering problems

in a spherically stratified medium , heat conduction in two temper-

atures , inverse problems in the theory of heat conduction , and

Runge ’s theorem for parabolic equations. Open problems are given

at the end of each section.
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I. Introduction

Since 1960 a variety of books ([3], [5], [101, [11), [41],

[42], [43], [531, [75], [76]) , two conference proceedings ([57]

[661), plus chapters in several books on partial differential

equations ([4] , [6] , [34], [40] , [ 4 7 ]  , [78]) have been written on

the use of integral operators and/or function theoretic methodc

in the theory of partial differential equations . Most of this work,

until recently , has been concerned with elliptic equations and

steady state problems . Recently an analogous approach has been

discovered for equations associated with evolutionary phenomena,

in particular parabolic equations , pseudoparabolic equations , and

the reduced wave equation in a stratified medium. These lectures

are devoted to surveying some of these recent developments , and

their application. Only a brief outline of proofs will be given ,

and the reader interested in detailed proofs is referred to the

list of references. Although most of the material presented in

these lectures has been developed since the appearance of the author ’s

monographs [10] and [11], preliminary versions of some of the results

of these lectures can be found in these books . Open problems , of

varying difficulty , will be given at the end of each section .

Before proceeding perhaps a biased words on the role of

integral oper~itors in the theory of linear partial differential

equations are in oi der.  In view of the large strides that have been

made in recent years in developing a general  theory of l inear

par t ia l  d i f f e r e n t i a l  equations , i t is some t imes  suggested that the 

—.-~~~—-~~~~~~~~~~—— ---‘ .‘-~~~ ,.-~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~ . .  - -
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2.

theory of boundary value problems for linear partial differential

equations is essentially a closed hook . That this is far from the

case can be attested to by any applied mathematician . More often

than not the general theory is not applicable to the particular

problem being investigated due to the fact that the operator is

not definite, the domain is unbounded , the boundary data is dis-

continuous , or even that the problem is improperly posed (c.f.,

Section VIII). In other cases, problems arise due to the need to

actually compute a solution rather than “simply ” establish its

existence . For example , an existence theorem based on solving an

integral equation defined over an unbounded three dimensional

domain is often of limited use for computational purposes. In

order to handle problems such as these , a variety of methods have

been developed which are roughly speaking characterized by the fact

that, although they are highly effective for the problems they are

designed to treat, by their very nature are restricted to rather

limited classes of equations. Perhaps the best example of this is

the use of generalized double and single layer potentials in the

study of partial differential equations with constant coefficients

(although this method can be applied to equations with variable co-

efficients , the practicality of such an approach from the point of

view of analytic and numerical approximations is rather limited).

From one point of view the use of generalized potential theory can

be seen as a branch of the theory of inteqral operators , i.e., those

operators mapping continuous functions onto solutions of linear

4
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partial differential equations with constant coefficients. However ,

in these lectures integral operators will , in general, be viewed in

a more restrictive sense, i.e., that in which the integral operator

maps solutions of a partial differential equation with constant

coefficients onto solutions of a partial differential equation with

variable coefficients (or occasionally analytic functions onto

solutions of a partial differential equation). Obviously, integral

operators in the latter sense and generalized potential theory can

often be combined (c.f., Section V), and hence the distinction is

not a sharp one. In fact it is perhaps more fruitful to view

generalized potential theory and the method of integral operators

as complimentary , one dealing with partial differential equations

with constant coefficients and the other treating certain classes

of partial differential equations with variable coefficients. In

view of the above described role of the method of integral operators

in the theory of linear partial differential equations, the primary

interest is not so much in the integral operator itself , but rather

in how it can be used to yield constructive methods for solving

boundary value problems arising in various areas of applied mathe-

matics. Of course , as with any fruitful area of mathematics , in

the process of achieving the desired aim many other problems of

independent interest arise along the way . Hence , although our pri-

mary aim in these i.ectures is to illustrate the use of integral

operators in applied mathematics by considering various problems

arising in the theory of wave propagation and heat conduction , we

~ 
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4.

shall also find the need to examine such topics as reflection prin—

ciples and the analytic continuation of solutions to partial dif-

ferential equations , Runge ’s theorem for parabolic equations ,

generalized moment problems , and the completeness of certain systems

of en-tire functions .

II. Transformation Operators for Partial Differential Equations

In this section we shall construct the integral operators to

be used in the next four sections. The term transformation opera-

tors is used because of the similarity of our operators to trans-

formation operators for ordinary differential equations (c.f.,

Appendix 4 of [56]). We first consider the parabolic equation

u +  a(x ,t)u + b(x ..t)u = c(x ,t)u
~ 

; c(x ,t)> o (2.1)

and note that by a change of independent and dependent variables

(2.1) can be reduced to an equation of the form

u~~+ q (x,t)u = u
~ 

. ( 2 . 2 )

Hence we restrict our attention to (2.2) and for the sake of sim-

plicity assume that q(x ,t) is an entire function of x and t

We look for solutions of (2.2) defined in a neighborhood of the

origin in the form

r X
u(x ,t) h(x ,t) + J P(s,x ,t) h(s ,t)ds

(2.3)

— (I -F P)h

_________ ~—
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5.

whe re h ( x , t) is a solution of the heat equation

h = hxx t

Substituting ( 2 . 3 )  into ( 2 . 2 )  and integrating by parts show

that (2 . 3 )  will  be a solution of ( 2 . 2 )  if

P - P  + q ( x , t ) P = Pxx ss t

i p x
P ( x , x , t )  = — q ( s , t ) d s  ( 2 . 5 )

0

P ( - x ,x, t) 0

A solution of ( 2 . 5 )  can be constructed by i terat ion (c . f .  [11], [ 1 2 ]) .

Note that since P is a Volterra operator , i + P is invertible.

For fu ture  applications we note that  if u ( O , t )  = 0 then ( 2 . 3 )  can

be rewritten as

u(x ,t) = h(x ,t) + j ( P ( s , x , t)  — P(—s ,x ,t)Jh (s ,t)ds
0

( 2 . 6 )

= h ( x , t )  + P ( s , x , t ) h ( s , t ) d s .
“ 0

By using the operator I + P many properties of the solutions to the

heat equation can also be obtained for solutions of (2.2) . As an

example we have the fo l lowing  theorem :

Theorem 2 .1 :  Let {A ~~) be a seq uence of complex numbers such that

nu r n  —
~~

- > 
0n
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arid define 2±i)~ x — X  t
h ( x ,t) = e ~

Then {(I+P)h~~ is comp lete (with respect to the maximum norm)

lfl c lf l y  rectangle R for solutions u(x ,t ) of ( 2 . 2 ) .

i~roof : Let: u(x ,t) be a solution of (2.2) in R such that u(x ,t)

is con ti nuous in R . We can wr i t e  u ( I + P ) h .  Hence it s u f f i c e s

to show that {h } is a complete family of solutions for h = h
n xx t

in R.  In R , h ( x ,t ) can be approximated by an ent ire solu tion

h(x ,t) of the heat equation ([11), [15]), and h(x ,t ) depends

continuously on its Cauchy data in any thin complex neighborhood of

x = 0 ( [ 1 1 ] )  . The result  now follows from the fa ct that  ~e ~ J
are comple te in such a neighborhood if Urn —

~~~~~~ > 0 ( [ 5 6 ] ) .
n.+~•o

We now turn  our a t t en t ion  to e l l ip t i c  equat ions  with spher ica l ly

symmetric coefficients defined in a domain in Euclidean three space

We f i r s t  consider  e l l ip t i c  equat ions  de f i ned  in bounded domains

and present a version of R.  P .  Gilbert ’ s “ method of ascent ” ( [ 4 2 ] ,

[ 4 4 ] ) .  The construction given below is due to D. Colton and R.  Kress

( [ 3 1 ] ) .  Le t D be a bounded s t a r l ike  domain in such tha t

o C { f x I  < a)  and consider the equation .

A 3u + X 2 ( 1 + B ( r ) ) u  = 0 ( 2 . 7 )

def i ned in D whero B ( r )  E C1f 0 , a ] ,  x = 
~~~~ 

We look for  a

solution of ( 2 . 7 )  in 0 in the form 

- - ~~~-—*——--~~~~ 
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• u(r ,U ,~~) = h (r ,O , p )  + 
j  

G ( r ,s; A ) h ( s ,8,q)ds
0

(2.8)

= ( I+ G) h

where (r,O ,~~) denote spherical  coordinates and

A 3h = 0 ( 2 . 9 ~

in D. Substituting ( 2 . 8 )  into (2.7) and integrating by parts

show3 that (2.8) will be a solution of (2.7) provided

+ G~ + A
2 ( 1 +B ( r ) ) G ]  = s2 IG + G 1

r (2.10)

G ( r ,r;A ) = - 

~~ J s(l+B(s))ds

and G ( r ,O ;A) is bounded for 0 < r < a. The solution of (2.10) can

be found by iteration ([31]). The function G(r ,s ;A )  can in fac t

be related to the Pi.ernann function for a related hyperbolic equation :

T1i~ orern 2 . 2 :  G(r ,s;A) = -(~~)
1”2R

3
(r ,r;s ,0) where R (x,y;~~,n) is

the Rieinarin function for + ~~~~ ( l + B ( / ~~ ) R = 0 where the

subsc r ip t  ca’nc)tes differentiation with respect to ~~.

P roo f :  [ 4 2 ) , [ 4 ’ 3 J .

We now want t-.u j.oesenL a complimentary operator to I + G valid

for exterior c i m ~lius. Th is operator is due to 0. Colton and

W . Wendlarid ([13]) and 0. Colton and R. Kress ([30]). Let D be

_ _ _ _  _ _ _  ~~- - - - - -
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a bounded s t a r l i k e  cborn a ii~ in and b a real number such that

{ l x j  < b}C 0. Consi~ er (2.7) defined in arid assume that

1B(r) c C (b ,~~) , B(r) = O ( e  r 
, and ~ < 2~~b.  We look fo r a

so lu t ion  of ( 2 . 7 )  in ~
3\D in the form

u ( r , 0 ,~~) = h ( r , u ,~~) ± J K ( r- , s ; A ) h ( s , e , ) d s
r

(2.11)

= ( I + K ) h

v)Lere nov h (r , @ ,~~) is a so lu t ion  of

i
3
h + A

2
h = 0 (2.12)

in ~
3’
~o. I t  is also possible  to cons t ruc t  an opera tor  whose

domain is sc lu tj c ns  of Laplace ’ s eq u a t i o n ; howeve r f o r  purposes  of

application Lo problems in scattering theory we restrict ourselves

here to art opera~ or whose  : ionlcI i f l  is solutions of the Helmholtz

e~Iuatinn. S u b s t i t u t i n g  ( 2 . 1 1 )  i n to  ( 2 . 7 )  and in t n q ra t i n q  by p a r t s

shows t ha t  (2 .11)  w i l l  be a ~o1u tion of (2 . 7)  provided

~
2
~~~rr  + 

~ 
K ÷ ,\ ‘(~~+ B ( r ) ) K ]  = s2 [K + K + A 2K ]

A 2 r~K ( r , r ; A )  — -

~~

-

~~ J sB(s)ds (2.13)
- r

K ( r , s; A )  = ~~(e~~~~~~~~
5/1

~~~) ur b < r

The so lu t ion  of ( 2 . 1 3 )  cur t  be found  by it e rat i on  ( [ 3 0 ] )  

~~~~
—. -

~~~~~
.- --

~~~~~~
--• -.-~~ -•~~--- ---.~~~~~~~~~~~ - . . -..- —~~~~~~ ---- 
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h:re

— Note that if h ( r ,0,4) satisfies the Sommerfeld radiation condition

aim r (~~~- 
— iXhi = 0 (2.14)

r-~ ’

so does u ( r , B ,~~) = ( I + K ) h .  We f i n a l l y  observe tha t  since G and

K are Volterra operators , 1 + C arid I + 1< are invertible.

Open Problem: Obtain asymptotic estimates as A +~~ for

G( r ,s;X) and K(r ,s;A ). Such results would be useful in connection

with various problems ar is ing in scattering theory .

Open Problem: Construct t ransformat ion operators for

+ 1 3( r ) u  = u~ having as domains solutions of the heat equation

t~3u = u~~. (For partial progress in this direction see [65]).

III. Reflection Princi ples and Their Applications.

We first consider the parabolic equation

u + a ( x ,L ) u  + b ( x , t ) u  u~ (3 .1)

defined in a domain of the form pictured below . 

~~. .-- ~~~-~~~~~ -~~~~~--~~ --- —-~~ -- -~~~
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t 

~(x=s2
t )

We assume that  u ( x ,-t) ~ C~~(D )  (~ C°(5) , that a(x ,t )  and b (x ,t )

are entire functions of x and t (this assumption can he relaxed) ,

and that s1 (t )  and s2 (t) are analytic in a neighborhood of

(0 ,t0
]. Define the “re f l ec t ion” of D across a : x = s1 ( t )  by

D [ ( x , t )  : 2s 1( t ) - s 2
(t )  < x < s

1
(t ) , 0 < t < t0

} .

Theorer 3.1: Suppose u(x ,t) is a solution of (3.1) such that

u ( x ,t )  = f ( t )  on o where f ( t )  is analy t ic  in a nei ghborhood

of [0 ,t0]. Then u(x ,t) can be uniquely continued as a solution

of (3.1) into I)  U u U D

Proof ([11], [12], [13]): A change of variables transforms the

problem into the case when a(x ,t )  = 0 , s1(t) = 0. By constructing

a special solution of a non— characteristic Cauchy problem for (3.1)

we can further reduce t:he problem to the case when f’t) = 0. From

Section II we have

u ( x , t )  = h ( x , t:) + J P ( s , x , t ) l i ( s , t ) d s
J o

where h ( 0 , t )  = 0. The Theorem now follows from the ref lec t ion

pr inc i ple fo r t h e  h ’at e q u aL  i on ( [ 8 1 ’ ] )  

--,- -- --•-- -- ,.--•—- ---“ - ---- .-~~~~~~~ - -.---— ~~ ~~.-- .-- - - - - - -
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Theorem 3 . 2 :  Theorem 3.1 remains valid if the condition

u(x,t) = f ( t )  on a is replaced by

c~(t)u(x ,t)  + B ( t ) u ~~
(x , t ) + y ( t ) u t (x , t) = f ( t )  on a

provided a(t), f(t), y(t) and f(t) are analytic in a neigh-

borhood of [0 ,t0] and ~ (t) = (8(t),y(t)) is never tangent to

o and either never parallel to the x-axis or always parallel to

the x-axis.

P roof: [14] .

The above reflection principles can be used to extend Theorem

2.1 from the case of solutions of ( 2 . 2 )  def ined in a rectangle to

the case of solutions of ( 2 . 2 )  def ined in a domain wi th  moving

boundaries :

Theo rem 3 .3 :  The set.  { (I + P ) h ~~) is a complete family of solutions

to ( 2 . 2 )  in D for

±i~ x-A~ t
1) h ( x,t )  = e ~ , lim —fl--— > 0,

rr÷c~~ A 2
n

or
[n/2] n—2k k

2) h (x.t) 
k=0 

( k )!k!

Proof ([11], [161 ): Approximate the boundary data by analytic

functions , re f lec t  repeatedly across x = s1
( t )  and x = s

2
( t ) ,

and use the fact  tha t  the sets 1) and 2) def ined  above are complete

for solutions of the heat equation defined in a r ecta n g le.

_ _ _ _  ~~~-
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For numerical  applicat ions of Theorem 3 .3  see ( 8 ] .

We now turn our attention to deriving a reflection principle

for solut ions to the H e lm h olt z  equa t ion  in 1R~ which is analogous

to the Schwarz r e f l e c t i o n  principle for harmonic functions

vanishing on a port ion of a spherical boundary . Our aim is to

then use this  reflection principle to deduce a continuation

theorem connected wi th  the inverse sca t te r ing  problem for  acoustic

waves.  Let D be a bounded , s tarl ike domain in E’~ containing

the ball  S = {x < a] in its in ter ior, and let

u ( x) = u ( r , O ) ,  0 = 

~
0 l ’ ” ’ 0 n— 1~~’ 

be a solution of

+ = 0 (3.2)

in D\S .

__

If u(a ,0) = 0, then in D\S we can represent u(r ,O) in the

f orm ( [ 2 7 ] )

3u ( r , 0) = h ( r , 0)  + j S
n K ( r , s ; A ) h ( s , 0 ) d s  ( 3 . 3 )

a 

—— -~~~~~~~ -- —- - - -~~~~~- --.-~~~~ ~~~rn~~~~~~--—--- ---—~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -~~~~~~
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where

= 0 ( 3 . 4 )

in D\S , h ( a , 0) = 0, and K ( r , s ; A )  is a solution of the initial

value problem

r 2IK + 
(n-i) K + 12K] = 2 [K + 

(n -l)  K
L 

rr r r i L ss s s

K ( r , r ; A )  = - ~~ r 2
~~~(r 2-a 2 ) ( 3 . 5 )

K ( r , a ;X )  = 0

The solution of ( 3 . 5 )  can be found by i teration ( [ 2 7 ] ) .  Hence

we have the following theorem :

Theorem 3 .4 :  If u ( r , 0 )  i s•a  solution of ( 2 . 2 )  in D\S such

that u ( a , 0) = 0 , then u ( r , 0) can be uniquely continued as a
* ~solution of ( 2 . 2 )  into D = 

j  
(r , 0) : ~~— , 0 c D\S

Proof ( [ 2 7 ] ) :  This follows from the representation ( 3 . 3 )  and the

Schwarz reflection principle for harmonic functions .

Now let n = 3 and suppose u(x) u (r ,0 ,4) is a solution

of (3.2) in the exterior of a bounded simply connected domain

ç2 such tha t  u (r ,O ,~~) satisfies the Sommerfeld radiation condition

lim r(ur
_iAu) = 0 . ( 3 . 6 )
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Then at i n f i n i t y

ilr
u(r ,0,~~) 

e 
r f(0 ,~~;A ) + o {~) . (3.7)

Suppose that  on ~12 we have u ( r ,0 ,~~) = e~~~~~
0S0 

. The inverse

scattering problem is to determine 12 from a knowledge of

f(0 ,~~;A) . It is known that f(0,~~;A ) uniquely determines 12

( [ 5 5 ] ) .  From f ( 0 ,th ;A ) we can determine u(r ,0,~~
) outside

the smallest ball S containing 17 in its interior (c.f. [60)).

Hence the problem is to continue u(r ,0,~~) across ~S and
ilrcosOdetermine the locus of points such that  u ( r , 0 , 4 )  - e = 0.

This can be done (in  theory!)  by using Theorem 3.4 (after a

reduction to the case when u(r ,0,4) = 0 on ~S — c .f .  [ 2 7 ] )

in conjunction with R. P. Gilbert’s Henvelope method ” (c.f. [10],

(41], [42)) as applied to harmonic functions.

Definition 3.1: Let f(z) be an entire function of exponential

type . Then the indicator diagram of f(z) is the interior of

the convex hull of the singularities of the Laplace transform

of f(z) (The indicator diagram can also be defined in terms

of the growth of f(z) along rays passing through the origin -

c.f. [56]).

Theorem 3.5: Let u(r ,0,~~) u ( r ,O) be axially symmetric (which

implies f ( O ,~~) = h(cos 0)) . Define

2
I - (l+4z )dr 1

F (z) h (1,) 2 3 2 Z < ~~
-

-I — i  ( 1— 4 i z ~~— 4 z

~



15

(Note that h(~ ) ~ a~P~~(~ ) F(z) = 2 ~ a (2iz)T1). Then
n 0  n 0

F(z) can be continued to an entire function of exponential type.

If I is the indicator diagram of F(z)- , then u (r ,O) is

regular in the exterior of I U I, where the bar denotes complex

conjugation .

Proof: [10], [24].

Remark: In [1OJ and [24] it was not possible to exclude the

possibility that u (r,0) was singular along the axis 0 = 0 or

0 = ~ since at that time Theorem 3.4 was unavailable. However ,

if in the proofs of (10] and [24] one uses Theorem 3.4 instead

of Lewy ’s reflection principle as applied to the axially symmetric

Helmholtz equation , one arrives at Theorem 3.5.

For another approach to the inverse scattering problem see

[79).

Open Problem: Derive an analogue of Theorem 3.5 when Il is no

longer a bounded domain.

Open Problem: In Theorem 3.2 remove the restriction that ~ (t)

is either never parallel to the x—axis or always parallel to the

x—axis.

IV. The Pr o p a g a t i o n  of R a d i o  Wave s Around the E a r t h .

In this section we shall show how the transformation

operators obtained in Section II can be used to construct approxi-

mate solutions to the Fock-Leontovich equations describing

~ 

- . - --- _--.-,~~~~“- . _ -  ~~~~~ —- -
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radiowave propagation around the earth under the assumption of

a spherically stratified atmosphere but ignoring the effect of

the ionosphere ([38]) . We assume that a vertical electric dipole

is situated on the surface of the earth , and without loss of

generality we assume that this point is the north pole. Let

(x,y) denote the point of observation of the electromagnetic

field , where x is the (normalized) distance along the surface of

the earth from the north pole to a point directly below the

observation point , and y is the (normalized) distance of the

observation point to the surface of the earth. Let a denote

the radius of the earth , k the wave number , and w(x,y) the

(normalized) Hertz potential (For precise definitions the reader

is referred to [38]). Then under the assumption of a perfectly

conductive earth and using the fact that ka is very large , we

are led to the following initial-boundary value problem for

w(x,y):

Wyy + + y(l+g(y))w = 0 (4.la)

w (x,0) = 0; 0 < x < x0 (4.lb)

w(x ,y0) = _-
~~ exp(iy0

2/4x); 0 < x < x0 
(4.lc)

2 . 2
linri w(x ,yj - — exp(xy /4x) = 0; 0 < y < y0 

(4.ld )
x 0  V’X

where g(y) is a real—valued slowly varying function (in our 

—~~~~
_ — _ - _  .- - _.__ .-- -__ - _ __- .-- —- - -~~~~~~~~

_ . —--——- - -- —~ — - -_ _——--_ - 
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case assumed to be a polynomial) related to the refractive index

of the atmosphere and x0, y0 are positive constants such that

x < x0, y < y0, y0 >> x0
2. (4.la) is the Fock-Leontovich

equation , (4.Ib) Lcflects the tact that the earth is perfectly

conductive , (4.lc) is a consequence of the Fresnel reflection

law and geometrical optics , and (4.ld) is due to the presence of

a vertical electric dipole at the north pole. For a full

discussion of the derivation of (4.la)— (4.ld) see [38] and [17].

The advantage of studying the equations (4.la)—(4.ld) instead of

the usual boundary value problem associated with the Helmholtz

equation is that it permits the investigation of not only the

illuminated region (y >> x2 and the shadow region (y < < x2)

but also intermediate cases , namely the region of the penumbra.

illuminated region

vertical dipole —__
~~~~~~~.

- / penumbra

41i.
~ii rr~ ( 1i~~~~~~~~~~~~~~~~~~~

reg ion J ~arth

We look for a solution of ( 4 . l a ) — ( 4 . l d )  in the region

D = ((x,y) : 0 c x < x0, 0 < < y0J iii the form 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ __
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w(x ,y) = —
~
- exp (iy2/4x)

( 4 . 2 )
2 ~“ 2

+ —- I [ P ( s ,y)+P(—s ,y))exp (is /4x)ds + u(x ,y)

where P ( s , y )  is the kerne l  P ( s , y , t )  de f ined  in Section II

(which in our case is independent of t )  and u ( x ,y)  E C2 ( D )

(~~C
0(b) is a solution of (4.la) such that u~~(x~ 0) = 0. We

now want to determine the remaining initial-boundary data for

u(x,y) and derive a method for approximating u(x , y )  as well

as the term

2 2— I [P(s ,y)+P(—s ,y)]exp(is /4x)ds (4.3)

appearing in (4.2) . Note that this last approximation is non-

trivial due to the factor of 2//i appearing in front of the

integral sign. In view of the various approximations which need

to be made in order to determine the initial—boundary data for

u(x ,y), as well as the fact that the boundary data (4.lc) is an

approximation to begin with , the following a priori estimate is

of basic importance :

Theorem 4.1: Let u(x ,y )  ~ C
2 (D)f~) C

0 (D) be a solution of (4.la)

in D such that  u~~(x~ 0) = 0, u(x ,y0) = f(x) , u(0 ,y) = h ( y ) .

Then there exis ts a posi t ive  constant  M such tha t

s 2 0 2 
y0 2J 0 J~ ~J

u(T ,n )dTI dsdr~ < 
M[J 

J f ( s )  ds + J~ 
Jh(~ ) J dfl 

-~~~~~~ _ , - ~~ -,_, -- ._ ..-————~~~~~~- -- --- -~~~~~ _
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Proof ([171): Define

r X ~X
u1(x,y) = I u(t,y)dT — f(T)dr .

J o  J O

Then u1(x,y) satisfies a non-homogeneous version of (4.la)

with homogeneous initial-boundary data . The result now follows

by applying standard eigenfunction expansion methods. Note that

due to the fact that in general f’(x) ~ L
2 (0 ,x0), it is not

possible (by these methods) to replace the weighted L2-norm

by a L2 norm on the l e f t  hand side of the inequal i ty  in Theorem

4.1.

We now proceed to approximate (4.3) and the initial—boundary

data f(x) and h(y) as defined in Theorem 4.1. From a result

on asymptotic expansions due to Erdélyi ([36]) it is possible to

show that

2r2~~(l+i)P(0,y)+R(x ,y)
/~

.
0

( 4 . 4 )

where IR(x , y )  I < const ant ~ max P (s,y)-P 5 (-- s,y) I. By using
D

this result and the asympt-..tic properties of Fresnel integrals

( a f t e r  approx imat ing  P ( s ,y)+r (-s,y) by a polynomial) one can

show tha t  to w i t h i n  O (4x 0/y 0
2)L”2 we have

f(x) = P1 (x) + /~ exp (iy
2/4x)P2 (x)

( 4 . 5 )
h ( y )  = P3 (y)

_ _ _ _ _ _ _ _ _  _ _ _ _ __ _ _ _ _ _
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where P
1
(x), P

2
(x) and P3

(y )  are po lynomia l s .  A s imilar

analysis allows us to approximate (4.3) for 0 < x <

o < y < y0. For details the reader is referred to [17].

Our task now is to approximate u(x ,y) satisfying (4.la)

along with the initial—boundary data u~~ x ,0) 0, u(x ,y
0) =

u(0,y) = h (y) where f(x) and h(y) are given by (4.5). To

this end we shall again make use of the transformation operators

constructed in Section II.

Theorem 4.2: Assume x0 < y
0
2 and let A ~~

-
~
-
~
-
~~

- = (n-l/2)~~~.yo 0
Let

-iA x
h2

(x ,y) cos/ç y e , n =

~~~
h2~ ÷1

(x ,y) = cos tinY e , n = 1,2,...

Then with respect to the norm defined in Theorem 4.1 , the set

{u~} where

u ( x ,y) = h1~(x,y) J
[P(s~y)+P (_s ,y)]h~~(s,y)ds

is ~ complete set of solutions to (4.la) satisfy ing (4.lb) .

Proof ((17J) : As in Theorem 2.1 , it sufficies to show that the

set (h] is comj)lete for solutions of h
~~

+ih
~ 

= 0 satisfying

h ( x ,O) = 0. But this follows from Theorem 4.1 and Levinson ’s 



- 
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~
_
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f -iA x)~
resul t  that  ~e ~ J is complete in L 2 (0 , x 0 ) if

I A ~ I < 
~~~~~~ 

(~n~ + ~-) (c.f. [ 5 6 ] ) .

To app roximate u ( x , y )  we now set

N
uN (x ,y )  = a

ku (x ,y) (4.6)
k=0 k

for  a given in teger  N and minimize (in ~2t~1 ) the quadra t ic

functional

• . . ,a~~) = 1u
N (x ,y 0

) _ f ( x )  2

L~ (0 , x 0 )

(4.7)

+ u
N ( J ,~,)_h(y) 

2

L (0 ,y
0
)

Open Problem: Treat the case when the earth is no longer perfectly

conductive . (The generalization is non-trivial!)

O2en Problem: Treat the case when y0 = ~~~, i.e. avoid the use

of the geometric optics approximation (4.lc) .

V. The Propa qat ion of Acoustic Waves in a Spherically

Stratified Medium.

In this section we shall show how the t r a n s t o rmation operators

constructed in Section II can be used in the investi gation of

acoustic scattering problems in a spherically stratified medium .

We first consider the case when the incoming wave is scattered by
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the presence of a spherically stratified quasi-hLmogeneous

medium , but in the absence of any obstacle. If we denote the

velocity potential by u(x ! and the velocity potential of the

scattered wave by u5(x) (factoring out a term of the form

e lWt) we arrive at the following set of equations for the

determination of u
~~
(x)

u(x) e1
~~ + u (x)

(5.1)

A 3u + A 2 (l+B(r))u = o in

u r n  r —
~~

- — i Au  = 0
s

where A is the wa ve number , x = (x , y , z), r I x L  and
c
0 

2
8(r) = —

~
--

~~ 
- ‘. ‘~.l1L ~rc c ( r )  is the speed of sound and

2
= lirn c(r) - We make the assumption that 8(r) = O(e~~~

r÷~
and 0 < A < 2-~ ( V 2 — l )  . ~~~ look for a solution of (5.1) in the

following form : For r < 1 we represent u(x) as

U ( :~) ~ a u ~ ( r )  P (cos 0 )
n 0

( 5 . 2 )
u (r )  = ( I + c ) r ~

where I + G is the transformation opera tor defined in Section II ,

(cos 0) is Legendre ’ s polynomial , and tIi v~ constants a~ are to

be determined . For r > 1 we represent u(x) as 

-
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u(x) = ( I+K)  [e
i~~ + ~~ b h W ( X r ) P ~~( cos 0) ]  ( 5 . 3 )

where (1+1<) is the transformation operator defined in Section

II, h~
1
~ (Ar) is a spherical Hankel function , and the constants

b are to be determined. If we now use Sonine ’s formula to

expand e1~~ and require u(x) and its first derivatives to

agree at r = 1 we are led to the following algebraic system for

the determination of the cor~stants a~ and b~ :

- b {(I+K)h
W 

(Ar)] = (2n÷1)i’~[(I+K)~~~(Xr)]

(5.4)

a u ~ ’(l) - b
n{~i 

(I÷K)h~~~~(Ar)] = ( 2 n + l ) i r~
{
~~ (I+K)

~~n
(Ar)]

where j~~(Ar) denotes a spherical Bessel function . From (5.4)

it is now possible to deduce..by using Crammer ’s rule and uniform

estimates for Bessel and Hankel functions that

i J l , s ; j n c1s I 0fI [~~} J
(5.5)

( A s )d s l  = 0[r(n+i/2)2
fl]

where ~ y — A
2/4y  and K ( r ,s;A ) is the kernel of the operator

I + K. These estimates imply that 

-- .--- ~~~~~~~~~~~~~~~~~~ .-- -~~~~~~—--~~~~
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a =

(5 . 6)
[~2 A 2 ~b =

which imply that the series representations for u (x) converge

and satisfy (5.1). The uniqueness of the solution follows from

the fact that for X real , u (r) and (I+K)h W (Ar) are

l inear ly  independent solutions of

+ y ’ + 
[A
2 (l+B(r))_ n(n-1-l) 

= 0. (5.7)

For details of the above calcula t ions  the reader is r e f e r r ed  to

[26] and [30].

We now tu rn  our a t t e n ti o n  to the same problem considered

above , except that in addition to the spherically stratified

medium there is a “hard” obstacle D present. We assume that D

is bounded , starlike , and has smooth boundary ~I) with outward

pointing unit normal v . In this case the equations for deter-

mining the velocity potential u (x) become

iA z
= e + u ( x )

5- .

‘~~ 4- A 2 (1 + B (r) ) ~ = 0 in ~ ~ \I.)

(5.8)

= 0 on ~DV

ii

li m r -
~~

-
~~~~~

- — i xu  = 0
r~ - - S

-

~

- ---- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ . - - -.-- ~~~--
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2
We again assume that B(r) = O(e~~~ ) and restrict ourselves to

values of A such that A < 2yb where { I x I  < b}C D. We look

for a solution in the form

u ( r ,O ,p ) = h ( r ,~~,t ) + K ( r , s ; X ) h ( s , 0 ,~~) ds  ( 5 . 9 )

where K(r ,s;A ) is the kernel of the transformation operator

I + K and h (x) is a solution of

~ 3h + A 2h = 0 (5.10)

in E3\D of the form

h ( x )  = e~~
XZ 

+ h5 
( x )

Th (5.11 )

u r n  r —
~~ - — iAh  = 0sr-~ ’

Following Ursell ([74]; see also [50]) we represent h5(x) in

the form

1i 5(x) p (~~)G(~~;x;A)d~~ (5.12)

where i i ( Z )  is a p o t e n t i a l  to be de t e rmined  ari d G ( E ; x ; X )  is

a f u n d a m e n t a l  s o l u t i o n  of the F l e lmho lt z  e q u a t i o n  in the e x t e r i o r

of ~ I x I  < b } s a t i s l y i r i  t h e  Sommer fe ld  r a d i a t i o n  cond i t ion , and

on = b

4. = 0 (5.13) 

- . . - .~~~~~~~~~~~~~~~~~~ —~~~--- .-~~~~~~~~~-~~ -~~~~~~ - - - — - - - -- -~~~---
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iSwhere ~ = e , 0 < 6 < ~~. The function G(F~;x;A ) can be

constructed by separation of variables and is introduced to avoid

the problem of the non-invertibility of the integral equation

associated with scattering problems for A an eigenvalue of the

interior Dirichlet problem of the Helmholtz equation ([74)). If

we now substitute ~~~~~ + h5(x) into (5.9) with h5(x) defined

by (5.12), interchange orders of integration and let x tend to

~D, we arrive at a Fredhoim integral equation for the determination

of ~i ( ~~ ) of the form

f(x) = (I+T(X))ji ; x c ~JD (5.14)

i A zwhere f(x) = ~~—-- ( I+ K ) e  and T ( A )  is a compact integral operator

on the Banach space C°(~ D) ([11), [33]).

Theorem 5.1: Let 0 < A < 2yb . Then in C°(~ D), (I+T(A))~~

exists.

P~oo~ ([33]): Since K is a Volterra operator , (I+K) 1 exists,

and hence if (I+T(X))~ = 0 we can conclude that (I+T0 (A)hi = 0

s~here T0 = T . From the choice of G(~~;x;A) we can now
r3(r)=o

conclude that ji = 0 , and hence by the Fredho lm Alternative

(I+T (A)) 1 exists.

rote th a t  one advantage of the in tegra l  operator method out l ined

above over the straight forward use of integral equation5 is that

the resu l t ing  in t eg ra l  equat ion is de f ined  ove r a bounded two

dimensional region ins~ rad of an unbounded three dimensional

-

~

_

~

-- .- —

~

- - - . 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ . — -~-~~—--~---
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Open Problem: Investigate problem (5.8) in the case when D

is no longer starlike with respect to the origin . For a pre—

liminary investigation of this problem see [29]

Open Problem: View ing I~ T(A ) as an operator valued analytic

funct ion  of A , c I? tPrmuine the nearest singularities to the

orig in of (I+T(A))
1 

Such a result would lead to new construc-

tive rneth~ds for - solvi ng ~.5.8) obtained by expanding (I+T(A)) 1

in powers of A and determining the coefficients recursively.

For a survey of the resu l t s  of this  section in the case

when B ( r )  has compact support see [2 8]

VI. Low Frequenc~~~pproximations to Acoustic Scattering

Problems in a Spher i ca l ly  S t r a t i f i e d  Medium.

In this section we shall consider the problem of approximating

the solutions of the problems discussed in the previous section

in the case when the wave number A is small .  In the case of a

homogeneous medium , the problem of low frequency approximations to

Scatter ing problems has been extensively  invest igated by Ralph

Kleinman and his co—workers (c.f. [51], 15 2 ] ) .  We first

consider the prob l eni of scattering by a spherically stratified

medium in the absence of an obstacle , i.e. to determine the velocity

po ten t i a l  u ( x )  f r om  th e equ at ion

i \ zu ( x )  = e 4~ U ( x )
— 5 - .

L~3u + A 2 ( 1 + 1 3 ( r ) ) u  = 0 in (6.1)

i 1. Ii I 
~ 

• ‘ - — i. Au — 0
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where we now assume that A , in some sense , is small. In this

case a classical method for solving (6.1) is to reformulate

the problem as the integral equation

r
u(x) = e1AZ + A 2JJ L’ e - - .  

JB ( I)u(~~
)d
~ . (6.2)

-

It can be shown (c.f. [35]) that (6.2) can be solved by iteration ,

yielding the first and higher order Born approximations ,

provided

~
2 

J r ) B ( r ) I d r  < 1. (6.3)

Recent investigations in this direction have been made by

Rorres ([63]) and Ahner ([1]). We propose to study (6.1) by the

method of integral operators , and shall show that for A satis-

fying (6.3) the Born approximations are recovered , whereas our

method also yields approximations in the case when (6.3) is no

longer valid. As in the previous section we assume that
2

8(r) O(e ’
~~ ) and

0 < ;~ < 2 ~~
‘ (v ’ — 1) . (6 . 4)

We restrict ourselves to r > 1 and recall from Section V that

in this case (c.f. (5.3))

u(x) = 

[

i A z  
+ b h ~~~ (Xr)P (cos 0)]; r > 1 (6.5)

~~ . M.&._.~~.. . . _  
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ t-lr~r~~~ - - - -- - - - - - - - - - - — -~— 

~~~~~~~~~~~~~~~~~~ -
~~,- - — — - -
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where bn = b~~(A) is given by (c.f. (5.4))

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ (6.6)

= Un (l) ~~ (i+K) [(2n+l)ifl j~~(Ar)+b~~(A)h~~ ) (Ar)] r...1

The quantities (I+K)e1~~ and (I+K)h~
1
~ (Ar) can be readily

approximated , for small and moderately large value of A , by

truncating the iterative process used to construct the kernel

K(r,s;A ) of the operator K (c.f. (30]). Hence the problem is

to use (6.6) to approximate bn (A)~ 
From (6.6) we have that

b~~(A) is an analytic function of A in a neighborhood of the

origin and has a Taylor expansion of the form

b~~(A ) = A 2’~
43 

k~ 0 
b kx

k 
. (6.7)

Hence a low frequency approximation to b~~(A ) is given by

b~~(A) ~ 
bnO A 2

~~
3
• For larger values of A such that (6.4) is

still valid b (X) can be approximated by using (6.6) in con-

junction with the asymptotic expansions Of m n (X1) and h~~~ (Ar)

Returning now to the low frequency approximation b (A) ~ bn n0
we note that (c.f. Section II)

~
2 ~l

G(l ,s;A ) = — —
~~

- ) s(l+B(s))ds + o ( A ~~)

(6.8)

K ( 1 ,s;A ) — —

~~
- J sB (s)ds + O(X~~).11
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and hence from (6.6) we can deduce that

.n+1 n 2~~
b 0 

= 
~~~~ (~

2
~~~

!) J s
2fl+2

8( s )d s  . (6.9)

This result agrees with the first Born approximation (c.f. [59])

in the case when A satisfies (6.3).

We now b r i e f l y  consider the problem of low frequency

approximations to acoustic scattering problems in a spherically

stratified medium when an obstacle is present. For the sake of

simplicity we restrict ourselves to the case when the obstacle

is a “soft” sphere of radius one centered at the origin and

B(r) = 0 for r > a > 1. More general obstacles as well as the

case when B(r) no longer has compact support can also be

treated with s imi l a r  (a l t hough  more complicated) results (c.f.

(281). In our simple case the relevant equations are

iAzu(x) = e + u
5
(x)

A 3u + A 2(1+13(r))u = 0 in (6.10)

11111 r — iA u  0
r -~~

where ~ = {x : ‘~ 11 . The velocity pot nLial u5 (x) of the

scattered wave can be f o u n d  in the f o rm

u5(x) = b~~(A ) (i+K)h
W (Xr)P (coB 0) (6.11) 

.--——~ —-- ,.-~~~ ----- 
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where b~~(X) is determined by the method of separation of

variables ([11], [25]). It turns out that bn (A ) is an analytic

function of A in a neighborhood of the origin and has a Taylor

expansion of the form

b (X) x2n+l 

k~0 
b kx

k 
. (6.12)

Note that in the present case b~~(A ) has a zero of order 2n+l

at the ori g in , whereas  in the case of scattering without the •1

presence of an obstacle b~~( A )  had a zero of order 2n+3

( c . f .  ( 6 . 7 ) ) .  In ( 6 . 1 2 )  it can be seen af ter  a short calculation

((11], [25]) that b 0 is independent of 8(r) and

+ b
1~~~
’ = J B(s) [~ 2~~ 2~ s 2’

~-2sJds (6.13)

where y~
0 and a re known constants  (independent of B ( r ) ) .

Hence for low frequencies  the scattering due to the obstacle

dominates the scattering due to the inhomogeneous medium and the

first low frequency approximation that takes the inhomogeneous

medium into account is b~~(A) ~ 
A 2’~’~’(b 0+b 1A ).

The analysis in this section can also be used to investigate

the inverse scattering problem of determining B(r) from a

knowledge of the far field pattern defined by
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f(0;A ) = lim re~~~~~u5
(x)

(6.14)

= 
~ n~0

n P (C05 0).

We restrict ourselves to the case of problem (6.10).

Theorem 6.1: The set {r
2
~~

2+r
_21

~
1_2r} 0 is complete in

L2[1 ,a).

Proof: [11], [251.

c 2
If we recall now the fact  that B ( r )  = 

0 -1 wherec ( r )

c(r) is the speed of sound and c
0 

= liin c(r) is assumed known ,
r-~~

we have from (6.13) and Theorem 6.1 the following result:

Corollary: For problem (6.10) the far field pattern f (0;A ),

o < 0 < ir, 0 < A < A
0 

(where A 0 is an arbitrary positive

number) uniquely determines the speed of sound in the inhomogeneous

medium .

By orthonormalizing the set {r
2n+2 +r

_2n
_2r } 0 

in L
2 [1,a]

and using (6.13) to compute the Fourier coefficients we can also

obtain approximations to 8(r) . However , since tend s to

infinity as n tends to infinity this approximation procedure

is unstable.
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0 Problem : Give a stable method for constructing 8(r) from

f ( 0 ; A )

Open Problem: Cons ider  the problems treated in the last  two

sections for  the cas e when the source is loca ted a f i nite distance

froc the scatterinq obstacle .instead of being a plane wave coming

in from i n fi ni ty .

VII . Heat Conduction in Two Temperatures.

I n a paper ~~ continuum thermodynamics by Gurtin and Williams

([46]) it was shown that under certain physically reasonable

hypotheses one could consider heat conduction being governed by

one tempera ture whereas  h eat supp ly by another .  It was then

shown that for an extremely qeneral class of simp~~ mater ia ls

these two temper~itures turn out to be equal. However , in the

case of a non—sim ple material , in par ticular  one in which the

thermodynamic quant ities depend on the conductive temperature

and its f i r s t  two spat ia l  derivat ives , Chen and Gurtin showed that

this was no longer the case ([19]). In particular for an isotropic

materi al the l inea rized version of the energy equat io n takes the

form

c = kf-~ + ca ~ 1 (x ,t )  ( 7 . 1 )

where 4 ( x , t )  is the conclucti .ve t e m p e r a t u r e , c the spec i f i c

hea t , k the conduct i vi ty ,  a nd a i~ the temperature descre—

pency re lot i nq ti conduct. i ye tei ~~ rature to t i f t  thermodynamic

temper a t u r e by L i i i ’ relat i en
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0 — a~e~ . (7.2)

From the second law of thermodynamics we have the fact that

a > 0. (7.1) is a particular example of an equation of pseudo—

parabolic or Sobolev type . Such equations have been the focus of

a considerable amount of interest in recent years , and the

reader is referred to [67] and [68 ] and the references  contained

in thses papers for further information . In this section we shall

restrict ourselves to (7.1) and for the sake of simpl icity set all

the constants appearing in (7.1) equal to unity . Our primary

concern is the solution of initial-boundary value problems for

(7.1) and we first consider the case of one space va r i ab l e .  We

begin by introducing the idea of a Riemann function . Let L and

M denote the operators defined by

- 

L[u] u —u +uxxt t xx (7.3)

M[v] = v —v —vxxt t xx

respect ive ly .  Then the Rieniann function v(x ,t;~~,i) for

L ( u ]  = 0 is de f i ned by

i-UvJ = 0

v (~~,t;~~,t)x (7.4)

v ( ~~, t ;~~, r )  0

0

and can be constructed hy iteration ((10], 1211). 11 u (x, t )  is

a solution of
- .
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L [ u ] = q ( x ,t )

u(0 ,t) = 0
( 7 . 5 )

e~~(O ,t) g(t)

u (x ,O) 0

‘~-ihere q(x ,t) is continuous 3nd g(t) continuously differentiable

then
pt

u(x ,t) j ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
0

I t ~~ 
( 7 . 6 )

+ 
I

~0 
)~~

Now suppose we want to construct a solution to the initial—boundary

value problem

L [u]  = q ( x ,t )

u(0 ,t) 0 ( 7 . 7 )
u ( x , 0) 0
u ( a ,t) 0

(We note that the case of non—homogeneous initial-boundary data

can easily be reduced to this case) . From (7.6) we have the

following in tegra l  equ at i o n  for  g ( t ) = u
x

( O ,t )

t
y(t) = g(t)v~ (0,t;a ,t) ÷ 1 [v ( 0,T;a ,t)-v 

~
(0 ,r;a

~
t) ]g(T)dT (7.8)

• 0  
—

where y (t) is a known 1.jri~ tion .

Lemma 7.1: v
L

( O ,t;a ,L) / 0.

!..r22t~.L] 0 ) , 1 2 f l )  : From (7. 4) we h ive t i ; t  ~ (x) v~ (x, t a, t-

Sot: L fl 1 ic :~ ~~~~~~ —~~i U . h i t .  . i )  (I ~mnd ] I t ’Ilce (0) = 0 imp li es

~
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~t (x) 0 for 0 < x < a which implies p ’ (x) 0 for

0 < x < a, and this is a contradiction since from (7.4) ~~~~
‘ (a) — 1 .

We ca n now conclude that  the Voiterra in tegral  equation

(7.8) is invertible. Hence if we solve (7.8) for g(t) and

substitute this back into (7.6), we have the (u nique) solution

to (7.7):

Theorem 7.1: There exists a unique solution of the initial-boundary

value problem (7.7).

Proof: 110], [21].

We no te in pa~~sii1’J that Theorem 7.1 can easily be extended

to treat the case of pseudoparabolic equations in one space

variabl.e with variabie coeft~icionts ([101,121]). The concept of

a Riemann function for pseudoparabolic equations can furthermore

be extended to the case of pseudoparabolic equations in two space

variables ([10] , [22] , [45])

We now tur n our atte n t ion to the case ~.‘Iie n (7.1) is

deiTined in a cylindrical !u~uain U (0,T) where D ~~~~~
, n > 2.

For simpi iv.i Ly we aq-:i in  assume that all the const ant appearing

in (7.1) are equal. to uni t~ ’ ~nd set n 3 . (Other va lues  of n

can be handl d Wi Lb slivit . iiodifications) . he as~~nm e that U is

a bounded , siniply ~ on i i e c  L~ 1 domain with sin atli boundary r30

and consid er t1~~’ in it .ial—h eundary value problem

- _ _ _  
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A 3
u
~ 

— u~ + /~3
u = 0 in U x ( 0,T)

u(x ,t) f(x ,t )  on ~D x [0,T] (7.9)

u ( x ,0) = 0 in I)

where f(x ,t) is a continuously differentiable function prescribed

on ~D 
x [0,T] . We note that the case of non-homogeneous initial

data can be reduced to a problem of the form (7.9) by f i r s t

solving art  initial value problem by means of the Fourier trans-

for m ( C .  i~ . [62]) . Front the maximum principle for pseudoparabolic

equations ([71.], [72]) we have that a solution to (7.9), if it

exis ts , is un i que , and hence our problem is to derive a construc-

tive method for obtaining the solution to (7.9). We shall do this

by the use of a f u n d a m e n t a l  solut ion and the method of in tegra l

equations (we note that this approach can also be used for

pseudoparabolic equations with variable coefficients ([64]). We

def ine  a f u n d a m e n t a l  so lu t ion  of A 3u t
_u

t +A 3u 0 by the formula

( [ 23 1)

i’(x ,t;~~,r )  - — i- - ~ ~ exP [_PR + ~~~~~~
- —

~~~ (t_t)]d ~i

R 
(7.10)

= ~~ -~~--- 

~ 
a (x;~~) (b-T)~

where R = x — E j  and 0 ] ( x ; ~~) 1, and look for a solution of

(7.9) in the form

~ (x , t )  f I ( r,, T )  (x , t; , c )  d r d i  ( 7 . 1 1 )
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where V is the unit normal pointing into D and p ( ~~ , T )  is a

continuous density to be determined. Then from the known dis-

continuity properties of double layer potentials for metaharmonic

functions we have from (7.11) that

= p(x ,t) - 

~~~

-

~

--- ds

~~ 
i~ 

P(x ,T)I~~Yn
(t_T) n_2IdT (7.12)

± 
_
~•J_ (x , t ;~~, t ) d s dr

where the 
~
‘ are known cons t an t s  ( c . f .  [ 2 3 ] ) .  The in tegra l

equation ( 7 . 1 2 )  is of the form (in the Banach space C°(~ D 
X [0 ,TJ))

= (I—T+L 1+L
2
)p (7.13)

where (I—T) 3 exists (from the theory of metaharmonic potentials)

and and are Volterra operators. Hence in C0(~D x (0 ,TJ )

(I-T÷ L1
+L

2
) 1 e x i s t s  and ~ =

Open Problem:  Consider  ubi ique dorA va L ive  p rob lems  and problems

def ined  in domain:;  with movin .j boundaries for pseudoparabolic

equations.

Open Problem: Consider problems without initial conditions for

pseudoparabolic equat ions (c.f . [731 for the  case of the heat

~~~~~~~~
- .

~~~~~~~~~~—-  _ _

~~~~~~~~~~~~~~~~~~~~~~
- __ _

~~~~~ _*__ _• —--~~~---  --~~~ 
. -~~~~----- -- - - - - ---
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VIII. Inverse Problems_ in the Theory of h eat Conduction.

In this section we shall consider two of the classical

inverse problems for Lhe heat equation , the problem of solving

the heat equation backwards in time (or the final value problem

for the heat eqeation) and the inverse Stefan problem. We shall

restrict ourselves to the case of the heat equation in two space

variables. Other inverse problems for the heat equation are also

common , and the r -~a~ er is referred to [2] and the references at

tIt~ end of [61) for further information. We shall first consider

the case of the f i n a l  value problem for the heat equation and

briefly indicate how an approximate solution can be obtained

through the nethod of quas.ireversibility ([54], [50]) and the

theory of pseudoparabolic equations as outlined in Section VII.

The final value problem for the heat equation can be formulated

as the problem of clotermining the temperature u (x,y , t )  in

U x (0,1), where D is a bounded simply connected domain with

smooth bounda ry ~D , from the equations

u +u = u in D x (0,1) (8.la)
XX yY t

u(x ,y, t) = 0 on ~3D x (0,1) (8.lb)

u (x,y, 1) = f(x ,y) (8.lc)

where f ( x ,y) i s a prescribed function vanishinq on ~D. In

physical terms we are ask i n q how must  th e body D h e  heated in

order to have a prescribed temperature f(x , y )  i tt. time t = 1.

This piut l em is i n 1 h r p r ~ y posed in thin sense that a solution does

_ _ _• ~~~~~~~~~~~~~~~~~~~~
. 

~~~~~~~~~~ • 
~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~ •~~~~~•__
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not in general exist, even for f(x,y) analytic , and if a

solution does exist , it does not depend continuously on the

“initial” data f(x,y) (c.f. [61], [69]). However if instead

of (8.la) we consider the pseudoparabolic equation

0 (8.2)

where 8 is a small positive constant , we have from Section VII that

(8.2), (8.lb) , (8.lc) is a properly posed problem and can be

solved by the method of integral equations (if the Fourier trans—

• . form is first used to transform (8.2) , ( 8 . l b)  , (8.lc) to a non—

• 
- 

homogeneous boundary value problem with homogeneous initial

conditions). The question , of course , is what relation does the

solution of (8.2), (8.lb) , (8.lc) have with the solution (if it

exists!) of (8.la), (8.lb) , (8.lc)? The answer to this question

is contained in the following theorem of Ewing:

Theorem 8.1: Let u (x,y, L) be a solution of (8.la) , ( 8. l b )

such that Hu(x ,y,l) - f ( x ,y)~~ 2 < ~~~‘ Hu(x ,y,0)H 2 < M , where
L L

~,M are positive constanL.s, and let v(x , y , t) be a solution of

(8.2), (8.lb) , (8.lc) . Choose 8 = l/log(M/E) . Then for every

t > 0 ,

I Iu~v ( 2 0 1 — l L q  (~ /t-i ) J
i)

where the constant imp li cit in the “0” notation depends on t.
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Proof: [37).

t’~ote that the constant M in Theorem 8.1 can be determined

in practice from a rough estimate of the maximum temperature

a t t a inab le  in th e body U dur i ng the t ime in terval  [0 ,1].

For othe r methods for  solving the heat equa t ion  backwards

in time see [61] and [ 7 ]

We now turn our attention to the inverse  S t e f a n  problem

for the heat equation in two space variables ([11], [201). Assume

that a bounded simply connected domain D with boundary ~D is

filled with ice at 0°C. Beginn ing  at time t = 0 a non—negative

temperat ure y = y ( x ,t,t) (where  y ( x , y , 0) = 0) is applied to ~D.

The ice begins to melt and we shall let the interphase boundary

r(t) between ice and water be described by

F ( t )  = {. (x,y) : ~I(x ,y,t) = 0} , with the water ly ing in the reg ion

4(x,y,t) < 0 . The

wa te r~~~—-- ~~~~~~~~~~~~~~~~~~~~~~~~~~ ,
‘

/

at 0°C

(normalized) equations cietermi ni ng the t emperature u (x , y ,  t) of

the wa te r  are

-

~

,---- -

~

-.--

~ 

-~~~~~~- - - - -
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uxx+uyy = u~ in ~ (x ,y,t) 0 (8.3a)

u = y on ~D X [0 ,T) (8.3b)

= o , 
1~~~~~~ ~

t
~~~R)  

(8.3c )

where V is the no rma l , w i t h  respect  to the space variables , tha t

points into the region ~ (x ,y,t) < 0 , and the gradient is taken

with respect to the space variables. The inverse Stefan problem

is to f i n d 1 (x ,y, t) give n ~~x , y , t ) ,  i.e. how must U be

heated so that the ice melts along a prescribed path? This

problem is al so improper ly  p~ sed in the sense tha t in general  a

solution does not  e::ist , e v C U  if  4 ( x ,y, t )  is a n a l y t i c . In the

following we w a n t  to el tain sufficient conditions on ~ (x , y , t )

such that a solutien does exist to the inverse  S t e f an  problem.

Our approach also y ields a constructive method for obtaining

‘y(x ,y,t )  ([111, 120]) but we rhall not purs ue this here .

For each L.iX I. C1 t, r [0 ,fl , let z = q ( i ~,,t )  map the

u n i t  d isc con form a i ly  onto a domai n such that  D and

define ~(j ,L) = ~(~~,t ) ter t • rea L We shall show that a

solu tion  to t he i nv e r s e  S t e f a n  problem e x i s t s  if

(x , y, t) Im (~~,t)
( 8 . 4 )

1 —l — .~- 
- •

2T ~ 
(z,t )—t (z,t) J .

It is as:-;ui’i~ d that q (i~ , t) depen is anal.yt. i -a I ly on the parameter t

A - -~~~ _______________
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• Note that under the assumption (8.4) a local solution to (8.3a) ,

(8.3c) exists by the Cauchy-Kowalewski Theorem. Our problem

is to establish the existence of a 9jp ba i  solution , i.e. to

a n a l y t i c a l l y  cont i nue the solut ion of a non-charac te r i s t i c
*Cauchy problem for the heat equation . Let z = x+iy, z = x- iy

*(note that z = z if and only if x and y are real) and

define

* *
* Z+Z z — Z

iJ (z,z ,t )  = ~ 2 ~~~ (8.5)

V ( z ,z
*
,t) = ~~~ exp{~~~ ~~~ .

* *Then t J ( z ,z ,t) and V(z ,z ,t )  are solutions of

L [ U ]  I~J * — 

~~
- U~ = 0

(8.6)

M [V) E V~~~ + 
~~

- V~ = 0

respectively for t ~ r .  let -r be real and for t on the circle

I t — T I = ~~ , ~5 > 0, le t G ( t ) be a cell  whos e boundary  consists
—l —-1 *

of a curve C(t) ly inq on the surface i (z,t) ~ ( z  ,t )  and

line segments lying on the char ac teris t ic planes z ~~ and

* —

z = F respectively which join t h e  point ~~~~~ to c(t)
* *I n t e g ra tin q  vt~ [U) —or-i lv] ove r the torus { (z , z , t )  : ( z  , z ) c G ( t )

It — T I ó} gives

= 
I J f (VU d~~

_ Vti A i .~~~1 h t

- 

C (t .) (H .7)

]
~~s 1 dues

- _ .
~~~~~~~. 

n 0  
- -
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where U and U *  can be computed from the Cauchy data (8.3c)

(c.f. [11), [20]). Due to (8.4), it can be shown (Ill], [20])

that  U (~~,ç, i.) as defined by (8.7) is analytic in a region

containing V [0 ,TJ and (8.7) gives the solution of the inverse

St e f a n  problem if  we eva lua te  i t on ~D 
x [ 0  ,T] . Note tha t  in

order to get a phys i ca l l y  m c a i i i n g fu l  so lu t ion  of the inverse Stefan

problem we assum e that - ,~(x,y, t )  = 0 on ~D [0 ,T ] I’~ ~ > 0 and

choose the cont orma l mapp inqs  ; ( ~~, t )  such that u(x ,y , t )  > 0

for  ~ < 0.

For a pa r t i al ex tensi on of the se resu l t s  to parabolic

equations i.n th ree space variables see [70] .

Open P r o b l e m :  Can the i n v e t s e  Ste f a n  problem be approxima ted  by

appropr ia te  so lu t ions  of pseudoparabolic  e q u a t i o n s ?

Open Problem: What are necessary conditions for i’(t) to be an

interphase boundary for the Stefan problem? For a conjecture in

the case of one space var i able  see [4 8]

IX. Runcjc’ s Theorem for ~a:abulic Equations in Two

S~~ c u V  iriub in:-,.

In this I ash . se t :  L i o n  wi . - shall out. I inc dew the inc thod of

1!1Lu~~Lal ci -u t t u~~s can be ce;o l ob tain a versie:: of Runge ’ s

Tde ur e r i  [~. n. u i i . i L u l i c  2 q u l 1 .. i o m I S  in  two suice vjri iLJ.cs . Our

approach is a ocu . -: al Lnat . ion of hat s d  by !3erb man ([3]) and

Vekua ((75]) o derive a Ituii .. t h e or e m  f o r  c i i  .ipttc (- uudtiofls in

two indc ~ enden t  ~‘ui  ahi , a l u l  (ii new probi ins c r e a t e d  in t hi’: 

-~
. — - -- - - -~ - - -~~ -

-
~ 
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present case are that classical solutions of parabolic equations

with analytic coefficients are not necessarily analytic in the

time variable , and in the case of analytic solu- ions we are

forced to work wi th a n a l y tic functions of two complex variables

instead of one complex var iable as in the case of elliptic

equations . A f ur ther problem is the need to develop an analogue

for pa rabolic equat ions  of the Riemann f u n c t i o n  for  hype rbolic

equations. Details of the results in this section can be found

in [11] and [19]. For Runge ’ s Theorem for parabolic equations

in one space variable see Theorem 2.1 and Theorem 3.3 of these

lectures.

We consider the parabolic equation

uxx+uyy+a(x iY i t)ux+b(x iY ; t)uy+c(x iY i t)u = d(x ,y,t)ut (9.1)

defined in a cylinder D x (0,T) where D is bounded simply

connected domain (we assume without loss of generality that D

contains the origin) and we make the assumption that the

coefficients of (9.1) are real valued for x ,y and t real and

are entire funcitons of their independent complex variables. We

alsQ assume that d(x ,y,t) > 0 in U < (0,T). Let D be

simply connected -md compact , 5 > 0, and D ~~ U1 ~~ 
where

is simply connected and such that ~D1 .1s analytic.

--——-

~

• -

~ 

rn’ - - . ~~~~~~~---- 
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Theorem 9.1:  For every c > 0 there exists  an analytic solution

u1(x,y,t) of (9.1) in U1 
x (0,T) such that

— 
max 1u 1—u I < E .

D
1

X [ S/ 2 , T — S / 2 1

Proof ([11], [19]): From the Weierstrass approximation theorem

and the maximum principle we can approximate u(x , y , t )  by a

solution u
1

(x ,y , t )  assuming analytic boundary data on ~D.

The Theorem now follows from the fact that solutions of (9.1)

assuming analytic Dirichlet data on an analytic boundary are

analytic (c.f. [ 3 9 ]) .

Now make the change of variables

z = x+i y
* 

(9.2)
z = x—i~y

mapping ~2 the space of two complex variables , onto itself.

Then ( 9 . 1 )  become s

L [ U J

(q  .

* 1where U(z ,z ,L) = u(::,y, t ) , A ~-(a~~iL )  , B 1(a—ib)

C = ~~- c , and D~~~~ - d .

Theorem 9.2: Let u1 (x,y,t) U1 (z,z ,t) be an analytic solution

of ( 9 . 1)  in a neighborhood ot  the origin. Then t h e r e  ex i st . s  a

kernel E (z,z ,t , i ,s) (which is independent of u 1
(x ,y , t ) )  and

~ 

_ _ _—- - -
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an ana ly tic f u n c t i o n  f(z,t )  such that

u1 (x,y,t) = Re P { f }

= Re [_ ~~~ e {_j~ ~ (z~ c i t)do} . 

-

J
E(z ,z,t ,T ,s)f(z/2(1_s

2) , T) dsdT 

]il-s

Fur thermore , f (~~, t) and U
1

(z ,0,t )  have the sa me domain of

regularity . E(z,~ ,t,T ,s) is an entire function of its independent

complex variab les except for  an essent ial sing ul a r i t y  at t =

Proof ([11], [18], [19]): Substitute P{f) into LIV] 0 and

in tegrate by parts to obtain a differential equation and initial

*
conditions satisfied by E(z,z ,t,T ,s) . This initial value

problem can be solved by ite r a t io n .

By us in g the operator P we can construct the complex

Rieman n f u n c t i o n  for L[U] = 0 ([11], [19], [49]) which is

def ined  as the solut ion of the s ingu la r  i n i t i a l  value problem

M[RI R *  - - 

~:~
-- + C R  + -

~~
-

~~~ ( D R )  = 0

* 1 (z *
R(z ,z , t )  * * = i— exp J 

r3(o ,~ ,t)do (9.4)
z =~~

R ( z , z * , t )  = 
~~~ 

(
~XP{J 

A(~~Fo i t )dfl} .

—-  - — -
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Example: For the heat equation we have (see Section VIII)

* ** 1 ( z - F ) ( z  — F  ) )
R(z , z ,t )  = 

T 4 (t— -r) f

The complex Riemann fanction is needed in order to obtain the

fo l lowing  theorem :

Theorem 9.3: Let u
3
(x,y , t) be a solution ot () . 1) such t ha t

u1
(x , y , t )  is ana l y t i c  fo r  (x , y )  ~ U1, ~ C where is a

neighborhood of [5 ,T-6J . Then U1
( z ,~~~,t) 

( u1 (x ,y , t)) is

analytic in ~ U1 
x where D

1 
(
~ : z P

1
) ,

V . = {z z r. D1
}

Proof ([11 1, 119]) : (iso Stokes ‘ihccrem to rt p t e s - n t  e . (x ,y , t )

in -terms of the complex R~ emann function , ~-here t i e  domaLn of

integration is an ~pp.m opilate thx:ee dinonsional tei e~ situated in

the space of three complex variables. The regularity of

Ui (z , z ,t) now f o l l o w s f rom t h e  regul ari t~ ;:epertivs of the

comp lex Rie mann f u nc t ion , ~.:h lob is an entir e turct ~on of i t s

independent comoi. c.’: var.u~U 1es except  fo r an e s s e n t i al  s in gu l a r i ty

~It I T.

Example: u1 (x ,y) — ~ls x 2 +y 2) l (this is nut ~ rolutie n of (9.1)

for any oheice of the coo t ticie:i~.s !) is real .t n a ly ~~ic for  al l  x

and y, in pci rti - :u i c i r in  

~~~~ 

~ :-: ,~~‘~ : ~2 
~y

2
~- 2 } . liowevei as a

function of .~ i i i h z , ~(z ,~: ) = u ( x ,y )  i s s in gul ar in

U1 0
1 , for c>: imple a~ (i i)  r D

1 
* .

0
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Theorem 9.4 (Runge ’s Theorem): Let u (x,y, t ) be a solut ion of

( 9 . 1 )  in V x ( O ,Tj . Then for e~’ery C > 0 there exists an

en ti~re solutinu u
2

(x ,y, t) of (9 .1) such that for D~~~ D
1
C D

I U — u .~ C
< [ 

~~ , 1 —  ~~ 1

Proof ([111 , [i~fl) th e or - in 9.1 sl~~~ tha t u ( x ,y,t) can be

approxima ted on x [S/2 ,T-ó/2j by an a n a l y t ic solu tio n

u1(x , y ,  t )  of ( 9 . 1 )  . Theorems ~ . 2  a : d  9 . 3  im p l y  tha t

u1
(x ,y, t ) = Re P~~f }  where  f (z ,t) is an aly tic in th e product

domain D1 ~ a’. Since product domains are Runcje domains (c.f. [77fl

f ( z ,t) can be approximated by a polynomial f~~( z 1 t )  on

X where [S ,T— 6] C C ~~~

‘
. Hence we can choose

u
2

(x ,y,t ) = Re f or n suf fi cien tly large .

Open Prob le m: Der ive Rung e ’ s Theorem for second order parabolic

equations in n > 3 space variables (c.f. [32] and the references

cited there)  .

Oj
~~
p_Problem : In Thersm is 9.4 can (5,T—5 ] he replaced by

6 x (0,T]? Can the cylindrical domain be replaced by a domain

wi th  moving boundary?
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